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Abstract

There exist many different types of applications that have need for
real -tinme interactive nedia transport. Many of these applications
conmuni cate with nmultiple parties concurrently, for exanple audio
conf erenci ng, video conferencing and tel epresence. A conmon net hod
of establishing nulti-party applications is to use one or nore
central nodes providing transport and nedia functions. This neno
di scusses these nultiparty solutions and what requirenents they put
on any solution for congestion control for real-tinme interactive
medi a.
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1. I nt roducti on

Interactive Real-tinme nedia is used in a nunber of different types of
comuni cation applications. A fairly large part of those
applications support nultiparty conmmunication. As availability of IP
multicast is limted to only sone environnments, nost of these
applications uses sonme sort of overlay topology. Comonly based on
one or nore centralized m ddl eboxes receiving nedia, optionally
processing the nmedia, then sending the nmedia to the other
participants in the conmuni cati on session.

There is a trend in the world for the need of standardi zed conponents
for real-tinme nmedia transport and congestion control. Such a
standard nust be able to handl e the heterogeneous networks of the
world as well as the ever growi ng upper-limts in bandw dth
consunption fueled by high resolution displays and cameras conbi ned
with sufficient processing available for relatively low prices. The
i ncreased usage of video conference and tel epresence has further
driven the demand for multi-vendor interoperable solutions and the
need for standardization.

It is critical that any standardi zation work within the field of
congestion control takes the various applications into account and
nmeet their requirenents. This docunent focus on presenting a nunber
of ways nmulti-party comuni cati on sessions are established, with a
particul are focus on the ones using RTP [ RFC3550], and what denmands
t hey put on the congestion control. First a nunber of used

t opol ogi es are presented and then followed by a derivation of sone
requi renents these put on a solution.

2. Milti-party Topol ogi es

This section considers various multi-party topol ogies that are in use
and highlights what is relevant for congestion control. It will not
di scuss IP multicast or RTP Transport Translators (Relay), although
they are discussed in RTP Topol ogies [ RFC5117]. This is due to that
t hese topol ogies are not as commonly used. They al so present
additional restrictions and requirenments, maeking themdifferent

probl enms and |ikely best handl ed separately fromthe bel ow

t opol ogi es. The bel ow ones are based on uni cast and uses

m ddl eboxes, with the exception of Mesh, that can nodify the sent
medi a streans in the m ddl ebox.

2.1. Mesh

The Mesh topol ogy is when each end-point establishes direct unicast
based communi cation with each of the conference’s peers. This is
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depi cted bel ow (Figure 1) where end-point A has one RTP session and
nmedi a exchange with B and a separate with C, but within the context
of a joint conference.
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Figure 1. Mesh using Miltiple Unicast sessions

This creates a situation where one application have multiple flows
conpeting for the capacity, possibly in the sanme bottl eneck. An
important differences in the case of real-tine nedia is that the two
different nedia flows to Band Cis likely to come fromthe sane set
of nmedia sources, they nmay even be the sane encoding to reduce the
resource consunption in the end-point. This results in a tight

rel ati onship between the flows. These needs to be taken into account
when perform ng congestion control.

The first aspect is when they are the same nedia source. This
results in that each encodi ng produced fromthe sanme nedia source are
likely to have the sane variations of bit-rate for variable bit-rate
codecs due to that all codec instances will experience the sane
content properties and variations in difficulties to encode it.
Variable bit-rate video is the prinme exanple where an scene change or
ot her significant change of the video i mge requires significant
increase in nunber of bits to provide simlar quality to the previous
video franme. Thus several nedia streans will have bit-rate spikes at
the sane tinme, rather than independently.

Secondly, if the nedia streanms sent to the different destinations (B
and C above) are produced by a single encoding instance, then
congestion control will need to at all tines use the restrictions
fromthe path that is nost restrictive.

2. 2. Medi a M xer

A Media Mxer is a central node that is common in deploynents today.
Its basic operation is to receive nmedia, decode it and use the
decoded nedia streampart of a nedia m x or conposition that is
produced and encoded for a particular destination. Figure 2
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illustrate this by considering the nedia to be sent fromthe Mxer to
end-point A In a basic case that will include nedia fromall the
participants B, C and D. Thus for Ait decodes B, C and D, creates a
mx wth just them and encodes it according to the current capacity
of the path to A fromthe M xer

+---+ R + +---+

| Al<--->] |<---->| B

+---+ | | +---+
| M xer |

+---+ | | +---+

| Cl<--->] |<----> D|

+---+ R + +---+

Figure 2. RTP Mxer with Unicast Paths

From a congestion control perspective a Media M xer is easy node type
to deal with. It deals with each path independently. Wen C sends
media to the Mxer it can independently adapt the nmedia for the path
fromCto the Mxer. Then the m xer produces different m xes and
encodings fromitself down to each of the session participants. Thus
al nost total independency between the paths. The nmedia quality
delivered in the received nedia streamw || of course depend on the
conmbi nation of the two paths capacity and the nedia quality reduction
created by the decodi ng, m xing and encodi ng operations happening in
t he M xer.

There exi st one optim zation that could benefit this inplenentation,
and that is that the M xer mght want to reduce the nedia properties
to |l ower val ues than what the path between the encodi ng end-point and
the m xer can sustain. The reason for this is that there is no
consum ng end-point that can utilize the higher quality. For exanple
the path Cto the Mxer may sustain video in Full HD quality but none
of the paths fromthe Mxer to A, B and D support the bit-rate
required to utilize the Full HD quality input, instead a | ower
resolution video at high SNRis a better match for the application.
Thus there is a relation between controlling the codec at the nedia
sender and conbine this with know edge of the current capacity on the
different paths in use by the nmulti-party session.

2.3. Media Switching M xer

A different type of Mxer is the Media Switching m xer, the inportant
property of this class of mxers is that they forward one or nore
nmedi a stream being received by the mxer to a receiver. The set of
streans being concurrently received by an end-point will be different
bet ween t he end- poi nts.
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The fact that the m xer forwards rather than re-encodes the nedia
enabl es higher nedia quality and | ess conplexity demands on the

m xer, thus making this nethod of inplenentation attractive. Froma
congestion control perspective this creates additional challenges as
the m xer needs to ensure that congestion is controlled on all paths.
Several possible nmethods for solutions exist here. One could be to
expose the original nedia sender to the fact that its nmedia stream
goes over a nunber of different paths and I et the sender ensure that
the nedia nmatches all the paths, e.g. nmedia sender A wll see a path
A->M xer->B, another A->M xer->C and a third in A->M xer->D.

Anot her choice is to have the m xer hide the different paths, but
still provide the nmedia sender with a conbined set of limtations
representing the paths fromthe Mxer to the receivers. This could
at a basic |l evel be acconplished using the Tenporary Maxi mum Medi a
Bit-rate Request (TMVBR) Codec Control Message [ RFC5104].

The applications using this type of m xers commonly use either

scal abl e encoding or sinulcast to provide the mxer with nore than
one quality tier, and thus bit-rates to select from when forwarding.
This enabl es at | east course grained bit-rate control. However, nore
fine grained control and adaptation of the scalability |layers or

simul cast versions to better suit the actual path |imtations are of

i nterest.

These m xer have application |ogic selecting which nmedia streans is
the nost suitable to provide, a dynam c process that changes with
activity in a conference. This logic will interact with the
congestion control as the m x of nedia streans being forwarded over a
particular path will change, thus affecting the avail able capacity
for each particular nmedia streamsinply by changing the set of nedia
streans.

3. Requirenents
The above descriptions points to a couple of different requirenents
that a real-tinme interactive congestion control solution of handling

mul ti party conferences need to deal wth:

1. Handle sending multiple flowinstances of its own nedia sources
across a shared bottl e-neck

2. Handle limtations from nedia sources due to codec or other path
l[imtations sharing encodi ng

3. Provide a solution on how a central node can handl e the situation
of having one path fromsender to central node, and then
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potentially multiple paths fromthe central node to the nedia

recei vers.

The above requirenents are all a result of having nmultiparty nedia
sessions. These will create additional conplexities conpared with a
solution only targeting single point to point transm ssions.

However, failure to take these requirenents and the above usages into
account will significantly reduce the utility of any real-tine

interactive nmedia congestion control solution.
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